Beyond Main Effects? Affect Level as a Moderator in the Relation Between Affect Dynamics and Depressive Symptoms
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Abstract

The current study examined the role of mean levels of affect in the relation between affect dynamics and depressive symptoms. We analyzed data from seven studies that measured affect in daily life in adolescents and young adults (N = 1,448, age range = 11.7-29.9 years, 64.8% females). We tested main and interaction effects of affect dynamics (variability and inertia) and affect level on depressive symptoms, separately for positive affect (PA) and negative affect (NA). For PA, we found mostly main, but no interaction effects. Depressive symptoms were associated with more PA variability and less PA inertia, indicating that depressive symptoms in young people may be characterized by more variable and less lingering PA, independent of PA mean levels. For NA, we found a significant moderation effect between NA variability and NA levels for depressive symptoms at baseline. For individuals with low NA levels, high NA variability was associated with more depressive symptoms. In contrast, for individuals with high NA levels, high NA variability was associated with fewer depressive symptoms. These results suggest that the relative adaptiveness of NA variability depends on overall NA levels and underscores the need for a more nuanced understanding of affect variability in depression.
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Adolescence and young adulthood are periods of emotional, cognitive, and social development. Adolescence is characterized by rapid hormonal changes, increases in parent-adolescent conflicts, and identity formation (Arnett, 1999; Hollenstein & Lougheed, 2013; Patton et al., 2016). Young adulthood is characterized by key transitions related to the adoption of adult roles, such as moving from home,
gaining financial independence and entering the workforce (Arnett, 2000; Patton et al., 2016). Such changes are emotionally demanding and studies have shown that the prevalence of depression increases sharply during that period (Thapar et al., 2022). While such an increase in depressive symptoms may be normative to a certain extent, for some it is associated with problems later in life, such as recurrence of depression, emergence of other psychopathology, and impaired psychosocial functioning (Thapar et al., 2022). Research emphasizes that depression is characterized by altered affect dynamics (i.e., how affect fluctuates across time; Wichers et al., 2015). However, although depression often originates in adolescence and affect dynamics undergo significant changes with temporarily more variable and intense affect (Reitsema, Jeronimus, van Dijk, et al., 2022), the role of affect dynamics in depressive symptoms is particularly understudied in that age group (Reitsema, Jeronimus, van Dijk, et al., 2022).

**Altered Affect Dynamics as Characteristics of Depression**

It is well established that depression involves alterations in affect. Low levels of positive affect (PA) and high levels of negative affect (NA) are core symptoms of depression (i.e., anhedonia and depressed mood; American Psychiatric Association, 2013). However, affect fluctuates across time, and these fluctuations, called affect dynamics, contain important information about how we respond to events and regulate our emotions (Kuppens & Verduyn, 2015). Research has increasingly focused on the role of affect dynamics in depression (Wichers et al., 2015). Typically, affect dynamics are studied using daily diary and experience sampling methods (ESM), in which participants are asked to rate their emotions once or multiple times per day in daily life, for instance using smartphones (Shiffman et al., 2008). Based on the resulting affective time-series, affect dynamics are often calculated by aggregating information about the pattern of change within individuals (Hamaker et al., 2015). Two affect dynamic indicators that have been studied most often and are particularly relevant for depression are affect variability and inertia (Houben et al., 2015; Koval et al., 2013; van de Leemput et al., 2014; Wichers et al., 2015). Variability refers to the average fluctuation of affect around one’s mean level and is commonly calculated with the within-person standard deviation (SD) across the time-series. Inertia reflects how much affect carries over from one timepoint to another and is often calculated as the first-order autocorrelation or autoregressive (AR(1)) slope (Kuppens & Verduyn, 2015). The SD gives information about the amount of changes, independent of when changes happen, whereas the AR(1) slope gives information about the rate of changes, without information about the overall variance (Jahng et al., 2008). Importantly, inertia and variability are not two opposites, but provide different information about patterns of affective change.

In the empirical literature, there is evidence that both variability and inertia play a role in depression. A prominent meta-analysis found that depressive symptoms were univariately related to both higher variability and higher inertia in affect (Houben et al., 2015), a finding that was replicated in children and adolescents (Reitsema, Jeronimus, van Dijk, et al., 2022). While this may seem paradoxical and has been described as such by earlier scholars (e.g., Bos et al., 2019; Koval et al., 2013), such a dynamical signature (i.e., high variability and high inertia) could indicate slow, but large changes in affect (Nelson et al., 2020) which could be indicative of high emotional reactivity with little emotional regulatory control to facilitate recovery to a homeostatic baseline (Houben et al., 2015; Kuppens & Verduyn, 2015). In line with this, one study showed that variability and inertia can co-exist and individuals with psychopathology can get stuck in stable periodic fluctuations in affect, where they experience rigid patterns of large fluctuations in affect day in and day out (Fisher & Newman, 2016).

Historically, there are two seemingly opposing views on the adaptiveness of affective change and its role in depression (for reviews see Houben et al., 2015; McKone & Silk, 2022). According to the first view, changing affect is broadly considered maladaptive.

---

1. The SD and AR(1) slope are mathematically related, because the total variance of a time-series is defined as a function of the AR(1) slope and the innovation variance (i.e., the residual). The latter describes the perturbation not explained by previous scores and may function as a cleaner measure of variability (Jongerling et al., 2015; Koslowski & Holtmann, 2023). Due to this, interpretations of the total SD are difficult, because differences can arise due to differences in the AR(1) slope (i.e., inertia), the innovation variance (i.e., residual variance), or both. The main reason for including the intrapersonal SD and AR(1) slope as indicators of affect dynamics in the present study, was to maximize comparability with earlier studies, which have operationalized variability and inertia in the same way (Dejonckheere et al., 2019; Houben et al., 2015).

2. Note that the terms adaptation and maladaptation technically require the measurement of context (e.g., in terms of emotionally responding to some form of context). In the present paper, we refer to the term adaptation, when affect dynamics are associated with less psychopathology and to the term maladaptation, when affect dynamics are associated with more psychopathology. In this paper, we can only make statements with regard to general adaptive/maladaptive patterns of affect dynamics, but without the inclusion of context, it is impossible to determine when variability denotes flexibility and when it denotes instability (see also Kalokerinos & Koval, in press; McKone & Silk, 2022).
Here, high affect variability is conceptualized as an indicator of failures in the emotional regulatory and/or reactivity systems (Houben et al., 2015; Kuppens & Verduyn, 2015). According to the second view, changing affect is indicative of flexibility and broadly considered adaptive. That position emphasizes that precisely a resistance to change is problematic and signifies a lack of adaptability to changes in the environment (Kuppens & Verduyn, 2015). For instance, in the case of affect variability, while it is often seen as a sign of dysregulated emotions in ESM research, some degree of variability may be adaptive and a sign of flexible responding to the environment (McKone & Silk, 2022).

**Affect Levels as a Moderator in the Relation between Affect Dynamics and Depression**

In the present study, we propose an explanation for the conflicting views on the relative adaptability of affect dynamics, namely that not all individuals with heightened depressive symptoms show the same pattern of altered affect dynamics. Specifically, we suggest that one’s overall affect level (i.e., the intra-individual mean across all affect ratings) is a key moderator influencing the relation between affect dynamics and depression. Considering affect levels as a moderator could explain why for some individuals higher variability may indicate adaptive and for others maladaptive emotional functioning (for a theoretical framework see Ong & Ram, 2017). Specifically, in the presence of overall positive mood (i.e., high PA or low NA levels), high variability may constitute a “hidden vulnerability” (Ong & Ram, 2017, p. 266). Individuals who feel good on average might experience variability as disturbing, because it signals deviations from overall positive mood states. In contrast, in the presence of overall negative mood (i.e., high NA or low PA levels), higher variability may indicate a “mood-brightening” effect (Ong & Ram, 2017, p. 266). Individuals with overall negative mood might experience fluctuations as a sign that their system is responsive to context and that they can still experience better mood (Maher et al., 2018).

Previous research has mostly examined affect levels as a confound and have found that the association between affect dynamics and depressive symptoms was highly reduced or even disappeared when controlling for affect level (Bos et al., 2019; Koval et al., 2013; Dejonckheere et al., 2019). We are only aware of two studies that have studied affect level as a moderator to examine whether affect dynamics have different implications for psychopathology depending on affect levels. One eight-day ESM study among young mothers found that among those with high PA levels, higher PA variability was associated with more depressive symptoms, whereas among those with low PA levels, higher PA variability was associated with fewer depressive symptoms (Maher et al., 2018). Another 14-day daily diary study found that among individuals with low NA levels, more NA variability was related to fewer anxiety symptoms, whereas among individuals with high NA levels, more NA variability was related to fewer social anxiety symptoms (Farmer & Kashdan, 2014). Collectively, these studies suggest that the functionality of affect variability may differ as a function of affect levels: High variability may signal maladaptation and as such could be related to more depression among those with positive moods (i.e., low NA or high PA levels), whereas it may signal adaptation and as such be related to less depression among those with negative moods (i.e., high NA or low PA levels).

We also propose a competing hypothesis. Given their univariate association with depressive symptoms (Dejonckheere et al., 2019), a combination of high variability and overall negative mood (i.e., high NA or low PA levels) could constitute a double-risk and thus be associated with more depressive symptoms (Ong & Ram, 2017). There is circumstantial evidence for this from the self-esteem literature, where one study showed that among individuals with low self-esteem levels, self-esteem variability was more strongly related to depressive symptoms than among individuals with high self-esteem levels (Oosterwegel et al., 2001). Based on the positive overlap between self-esteem and PA (Watson & Clark, 1984), it is plausible that high affect variability may be especially associated with more depressive symptoms among individuals with low PA or high NA levels.

**The Present Study**

The central aim of the present study was to examine the interaction between affect dynamics and affect level in explaining interindividual differences in depressive symptoms. Analyzing seven datasets that measured affect in daily life using daily diary (one assessment per day; one dataset) or ESM protocols (multiple assessments per day; six datasets), we assessed the interaction of diurnal affect dynamics (variability and inertia) and affect level on depressive symptoms in adolescents and young adults (four and three datasets, respectively). PA and NA are not two sides of the same coin (Lonigan et al., 1999) and might render differential associations with depressive symptoms (Houben et al., 2015). Additionally, alterations in PA seem to play a unique role in psychopathology in adolescence (Reitsema, Jeronimus, Dijk, et al., 2022). As such, we examined associations separately for PA and NA.
We pre-registered two competing hypotheses. First, high variability could be associated with more depressive symptoms among those with overall positive affect levels (i.e., high PA or low NA levels). Here, higher variability could be perceived as disturbing and be associated with more depression, because these individuals might want to keep their positive affect levels high (Hypothesis 1). Second, high variability could be associated with more depressive symptoms among those with overall negative affect levels (i.e., low PA or high NA levels). Here, the combination of high variability with overall negative affect levels could indicate a double-risk and thus be associated with more depression (Hypothesis 2). Due to a lack of studies on inertia, we did not form any hypothesis regarding the interaction between inertia and levels at the time of the pre-registration. While we expected stronger main effects of affect dynamics on depressive symptoms for NA compared to PA (Houben et al., 2015), we had no hypothesis regarding the interaction between inertia and NA versus PA.

Lastly, we conducted analyses for depressive symptoms measured at baseline and follow-up as outcomes (four datasets had follow-up data; range = six months to five years), but we did not formulate hypotheses on whether moderation effects would differ in strength between baseline and follow-up.

Methods

Transparency and Openness

Data for this paper had already been collected, but we conducted an a-priori power-analysis showing that our pooled sample was powered to find small to medium interaction effects (Supplementary Material A). The study’s hypotheses and analysis plan have been pre-registered (https://osf.io/4dvsc?view_only=09bb925cdef242e4a59466fb4f82cf31). All data and code are available at https://osf.io/djufr/?view_only=09bb925cdef242e4a59466fb4f82cf31. While some datasets have examined associations between affect dynamics and psychopathology (described in pre-registration), none of them have examined the interaction between affect level and affect dynamics. We report all data exclusions and all measures central to our hypotheses.

There were several deviations from the pre-registration, none of which were substantial and changed our conclusions. Here, we summarize the most important ones (Supplementary Material B provides more detail). First, we initially planned to only include participants with at least 50% completed assessment (Dejonckheere et al., 2019). However, based on this, we would have needed to exclude 20% of our participants from our main analyses (n = 328). To maximize power for moderation effects, we adopted a less stringent compliance threshold that has been more commonly employed, namely at least 33% completed assessments. Final effects were re-analyzed with the initial criterion of 50% compliance as well as where no participants were excluded based on compliance, because it has been suggested that exclusion based on compliance can lead to biased conclusions (Jacobson, 2020). Results are reported in the paper.

Second, we pre-registered pooling the results of all datasets using a two-stage meta-analysis (i.e., analyzing each dataset separately, then pooling effect sizes). However, we decided for a one-stage meta-analysis (i.e., pooling all data into one dataset, then analyzing), since research has shown that this approach has narrower confidence intervals and smaller standard errors than two-stage meta-analyses and is thus preferred (Boedhoe et al., 2019). We re-analyzed final effects with the two-stage approach, leading to identical conclusions (Supplementary Material C).

Third, upon receiving the data after the pre-registration, we noticed that two datasets (datasets 6 and 7) differed from all other datasets (datasets 1 to 5) in how affect was assessed. First, datasets 6 and 7 did not measure PA, so we conducted PA analyses only for datasets 1 to 5. Moreover, in datasets 1 to 5, participants rated the intensity of multiple NA items, whereas in datasets 6 and 7, participants only rated the intensity of the most negative emotion since the previous assessment. Due to these differences, we conducted analyses on NA as per pre-registration pooling data from all datasets versus pooling data from datasets 1 to 5 only. We discuss both results in the paper.

Fourth, we pre-registered to also conduct analyses for the mean squared successive difference (MSSD), which refers to the average deviation between adjacent assessments, and is often referred to as affect instability. Unlike the SD, the MSSD takes into account the temporal ordering of assessments and is as such a temporal-dependent variability measure (Jahng et al., 2008). While the MSSD is also frequently researched in depression (Houben et al., 2015), recent research suggests the temporal order of affect ratings is less important in depression and that instability (MSSD) and variability (SD) are so highly correlated that they are essentially redundant (Bos et al., 2019; Dejonckheere et al., 2019; Koval et al., 2013). Because variability (SD) and inertia (AR) represent separate, partially independent dynamic patterns that are relevant for depression (Wichers et al., 2015), we focused on them as simultaneous predictors of
were females (range across datasets: 43% to 91%) 4. The mean age across all participants was 16.03 years (SD = 3.38; range: 11.7 to 29.9 years) and 64.8% were females (range across datasets: 43% to 91%) 4.

Five studies were conducted in the Netherlands and Canada. All studies had predominately European/European American participants. After applying our inclusion criterion of at least 33% European/European American participants. After two in Canada. All studies had predominately European/European American participants. After applying our inclusion criterion of at least 33% completed assessments, the mean percentage of included participants was 91% per dataset (range = 76% to 100%; total N = 1,448).

One dataset used a daily diary design to assess affect in daily life (one assessment per day), the remaining six an ESM design (multiple assessments per day, ranging from 3 to 10 assessments per day). The daily diary dataset included 75 data collection days, and the ESM studies ranged between 6 and 14 days. The total number of assessments ranged from 42 to 75. In all studies, participants completed self-report questionnaires about depressive symptoms at baseline. Additionally, four datasets had data on depressive symptoms at follow-up (6-months, 8-months, 1-year, or 5-years after baseline). The respective ethical committees approved all studies.

**Measures**

**Affect**

The studies differed in how many items were used to assess affect (see Supplementary Material F for all items and scales). Datasets 1 to 5 used multiple items with unipolar scales to assess PA and NA, ranging from 3 to 7 items for PA and 6 to 9 items for NA. In datasets 6 and 7, PA was not assessed, and NA was assessed with one item only by asking participants to identify the most negative emotion they had felt since the last assessment (selecting from anger, sadness, and anxiety) and subsequently rate the intensity of that emotion. Within each dataset, PA and NA items were rescaled before analyses to a scale of 1 to 9 to ensure pooling across studies.

Supplementary Material F gives detailed results of psychometric analyses. Multilevel Confirmatory Factor Analyses showed that the PA and NA structure was replicated on a between-person and within-person level. Based on the results, we deleted one PA item from dataset 5 (“admiration”), because it did not load significantly on the PA factor. All other factor loadings on the corresponding PA or NA factors were moderate to high (ps < .001). Within-person reliability ranged from .76 to .91 for PA and .69 to .91 for NA. Between-person reliability ranged from .90 to .97 for PA and .91 to .98 for NA. For further analyses, we averaged PA and NA items into overall composite PA and NA scores. Across all datasets, the ICC ranged from 41% to 49% for PA scales and from 33% to 53% for NA scales, indicating that one-third to half of the variance was explained by differences between individuals.

**Depressive symptoms**

Depressive symptoms were measured using widely used self-report questionnaires (Supplementary Material F). The internal consistency of the depression questionnaires ranged from α = .76 to .94. The items were computed into an overall score by averaging all items, with higher values indicating more depressive symptoms.

**Compliance ESM and Daily Diary**

Average compliance of individuals to the ESM and daily diary protocol ranged from 70% to 89% across datasets (Table 1). Pooling within-study associations between compliance and study variables with the metafor package (Viechtbauer, 2010) showed that males had slightly fewer valid assessments than females (standardized mean difference = -1.18, p = .009). Moreover, higher compliance was associated with lower NA levels, PA variability, and NA variability (r = -.12 to -.16, ps < .01). Compliance was not associated with PA levels, PA and NA inertia, age and depressive symptoms (ps > .33).

**Strategy of Analyses**

**Calculation of Affect Dynamics and Level Indices**

We calculated affect dynamics and levels following common procedures (Houben et al., 2015), separately

---

1 Participants over 30 years of age were excluded due to our focus on adolescence and young adulthood (n = 43 in dataset 4 and n = 3 in dataset 6). The cut-off of 30 years was based on a definition of Arnett, who has suggested an age range of 18-29 years for the period of emerging adulthood for the European and Canadian context, because in those countries the median age for milestones such as marriage and parenthood are close to 30 (Arnett, 2012). Because participants from our samples were from the Netherlands and Canada, we used that age cut-off. We defined the lower bound as 10 years of age, which has typically been described as the lower bound of adolescence (Patton et al., 2016). No participants had to be excluded based on that cut-off.

2 In line with recommendations of the American Psychological Association (2019) we use the terms male and female when describing the whole group of our participants, because the age range of our participants is broad (i.e., instead of using boys/men and girls/women).
Affect level and variability were calculated as the mean and standard deviation, respectively, of all data-points within individuals using the *psych* package (Revelle, 2021). Affect inertia was calculated by computing the AR(1) slope using the *lagvar* function of the *esmpack* (Viechtbauer, 2021) and were used as a predictor in a multilevel model with random intercepts and slopes predicting affect at \( t \) using the *lme4* package (Bates et al., 2015). Individual slopes were saved as the inertia index. We deleted missing values within days/weeks, to increase comparability between datasets, because not all studies had recorded their missing data and to increase scores that could be used in the calculation for the inertia scores (e.g., so that lags between for instance the 1\(^{st}\) and 3\(^{rd}\) measurement were still calculated if the 2\(^{nd}\) measurement was missing). When repeating analyses where missing data-points within days/weeks were not removed, results were virtually identical (see https://osf.io/djufr/?view_only=09bb925cdef242e49466fb4f82cf31).

**Mega-Analysis**

After data preparation per dataset, data were pooled into an overall dataset for the one-stage mega-analysis. Before pooling, outliers in affect dynamics and level and depressive symptoms outside the 1\% and 99\% percentile were winsorized. Initially, we planned to conduct the one-stage mega-analysis using a multilevel model with dataset as a random factor. However, the model did not converge, likely due to the small number of clusters (max. seven datasets). With few clusters, a fixed-effects approach is recommended (McNeish & Stapleton, 2016). Here, the dataset variable is dummy coded (i.e., \( k \)-1 dummy dataset variables for \( k \) datasets) and used as predictors in a regression model. Although the fixed-effects approach is associated with slightly lower model fit compared to the multilevel approach, both approaches are superior to the two-stage meta-analysis (Boedhoe et al., 2019).

We fitted linear regression models with affect level and dynamics as predictors and depressive symptoms as outcome. In all models, age, gender, and \( k \)-1 dummy variables indicating the dataset were included as covariates. Depressive symptoms at baseline were included as a covariate when examining depressive symptoms at follow-up. In Model 1, covariates and affect variability and inertia were included as simultaneous predictors to account for their overlap. In Model 2, affect level was included as an additional predictor to assess the unique effect of affect dynamics over affect level. In Model 3, the interaction terms affect variability \( \times \) affect level and affect inertia \( \times \) affect level were added. Affect dynamics and level

### Table 1. Overview of Study Characteristics of Included Datasets

<table>
<thead>
<tr>
<th>Study</th>
<th>Final ( n )</th>
<th>% included cases(^a)</th>
<th>Country</th>
<th>Study type</th>
<th>Final ( n )</th>
<th>% included cases(^a)</th>
<th>Country</th>
<th>Study type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset 1 (RADAR)</td>
<td>372</td>
<td>76.4%</td>
<td>NL</td>
<td>DD</td>
<td>1</td>
<td>75</td>
<td>75.4%</td>
<td>PA &amp; NA</td>
</tr>
<tr>
<td>Dataset 2 (Swinging moods)</td>
<td>283</td>
<td>93.4%</td>
<td>NL</td>
<td>ESM</td>
<td>10</td>
<td>6</td>
<td>54</td>
<td>PA &amp; NA</td>
</tr>
<tr>
<td>Dataset 3 (Emotion in daily life)</td>
<td>228</td>
<td>100%</td>
<td>NL</td>
<td>ESM</td>
<td>5</td>
<td>11</td>
<td>55</td>
<td>PA &amp; NA</td>
</tr>
<tr>
<td>Dataset 4 (Emotions in emerging adults)</td>
<td>156</td>
<td>78.4%</td>
<td>NL</td>
<td>ESM</td>
<td>5</td>
<td>14</td>
<td>70</td>
<td>PA &amp; NA</td>
</tr>
<tr>
<td>Dataset 5 (Emotion regulation in action)</td>
<td>68</td>
<td>100%</td>
<td>NL</td>
<td>ESM</td>
<td>49(^c)</td>
<td>6</td>
<td>44</td>
<td>PA &amp; NA</td>
</tr>
<tr>
<td>Dataset 6 (LASER)</td>
<td>173</td>
<td>93.9%</td>
<td>CA</td>
<td>ESM</td>
<td>3</td>
<td>14</td>
<td>42</td>
<td>PA &amp; NA</td>
</tr>
<tr>
<td>Dataset 7 (YES)</td>
<td>168</td>
<td>93.9%</td>
<td>CA</td>
<td>ESM</td>
<td>3</td>
<td>14</td>
<td>42</td>
<td>PA &amp; NA</td>
</tr>
</tbody>
</table>

\(^a\) Total \( N = 1,481 \); ESM = Experience Sampling Method, DD = Daily diaries, FU = Follow-up, yrs (months) = years (months).

\(^b\) & \(^c\) Refers to average percentage of answered beeps per participant. After exclusion of participants with least 33\% compliance.

\(^d\) Most intense negative emotion since the previous beep was rated (selected from sadness, anger, anxiety).
were mean centered within datasets to avoid multicollinearity and for better interpretation of the moderation effect. Depressive symptoms were standardized within datasets. Models were fitted separately for depressive symptoms at baseline and follow-up as outcomes and separately for PA and NA. With depressive symptoms at baseline as outcome, five datasets could be included for PA and seven datasets for NA. With depressive symptoms at follow-up as outcome, three datasets could be included for PA and four datasets for NA (Table 1). All analyses were conducted in R (R Core Team, 2022).

Results
Descriptive Statistics
Descriptive statistics and correlations of affect dynamics, affect level, and depressive symptoms per dataset can be found in Supplementary Material G. Descriptive statistics confirm that the two datasets (6 and 7) that differed in assessing NA also showed on average higher NA levels and NA variability (all Tukey post-hoc tests ps < .001) and fewer floor effects than datasets 1 to 5 (see Supplementary Material H for histograms). Pooled correlations across all datasets indicated that higher PA levels were associated with lower PA variability, but not with PA inertia (Table 2; see Supplementary Material I for correlations without datasets 6 and 7). Higher NA levels were associated with higher NA variability and higher NA inertia. Variability and inertia were not correlated (for both PA and NA). Depressive symptoms at baseline and follow-up were correlated with lower PA and higher NA levels, higher PA and NA variability, lower PA inertia (at baseline only) and higher NA inertia.

Association between Affect Dynamics and Level with Depressive Symptoms
Positive Affect
Results of the mega-analysis can be found in Table 3. Without controlling for PA level, higher PA variability and lower PA inertia were related to more depressive symptoms (for PA inertia at baseline only; Model 1). When controlling for PA level (Model 2), all associations diminished in size. PA inertia, but not PA variability, remained a significant predictor for depressive symptoms at baseline, and PA variability remained a significant predictor for depressive symptoms at follow-up. None of the interaction terms between PA dynamics and PA levels were significant (ps > .09; Model 3), indicating that the association between PA dynamics and depressive symptoms did not differ as a function of PA levels.

Negative Affect
As datasets 6 and 7 differed from datasets 1 to 5 in measuring NA, we conducted analyses as pre-registered, pooling data from all available datasets, and analyses excluding datasets 6 and 7 (Table 3). Without controlling for NA levels (Model 1), higher NA variability and higher NA inertia were associated with more depressive symptoms (for NA inertia only at baseline), both when all datasets or when only datasets 1 to 5 were included. NA variability, but not NA inertia, remained a significant predictor of depressive symptoms after adding NA levels as predictor pooling all datasets (Model 2). In contrast, pooling data from datasets 1 to 5 only, NA variability and NA inertia both became non-significant predictors.

Table 2. Pooled Correlations of Study Variables Across all Datasets

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
</table>
| 1. PA level | .36** | .09 | - .11 | .57*** | .12**
| 2. PA variability | - .36*** | .26*** | .56*** | .28*** | .36*** | .14 |
| 3. PA inertia | .20*** | .02 | .30*** | .13*|
| 4. NA level | - .45*** | .21*** | - .08** | .39*** | .30*** | .13*|
| 5. NA variability | - .36*** | .28*** | - .02 | .34*** | .27*** | .13*** | .54*** |
| 6. NA inertia | - .20*** | .02 | .28*** | .36*** | .14 |
| 7. Dep Baseline | - .36*** | .21*** | - .08** | .39*** | .30*** | .13*|
| 8. Dep Follow-up | - .40*** | .28*** | - .02 | .34*** | .27*** | .13*** | .54*** |

Note. PA = Positive affect, NA = Negative affect, Dep = Depressive symptoms. Correlations were calculated per dataset and then pooled with a random-effects model using the metafor package (Viechtbauer, 2010). Sample sizes per pooled correlation ranged from 1,448 to 883, because not all measures were available for each dataset. Depression follow-up data were not available for datasets 4, 5 & 6. PA data were not available for datasets 6 & 7.

*** p < .001, ** p < .01, * p < .05.
Table 3. Mega-Analysis of Affect Dynamics and Affect Levels as Predictors of Depressive Symptoms

<table>
<thead>
<tr>
<th></th>
<th>Depressive symptoms baseline</th>
<th></th>
<th>Depressive symptoms follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>B (SE)</strong></td>
<td><strong>p</strong></td>
<td><em><em>b</em> [95% CI]</em>*</td>
</tr>
<tr>
<td><strong>Positive Affect – Datasets 1 to 5</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>N = 1095 (5 datasets)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA variability</td>
<td>0.43 (0.07)</td>
<td>&lt;.001</td>
<td>0.18 [.12, .24]</td>
</tr>
<tr>
<td>PA inertia</td>
<td>-0.64 (0.24)</td>
<td>.01</td>
<td>-0.08 [-.14, -.02]</td>
</tr>
<tr>
<td>Model 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA variability</td>
<td>0.11 (0.07)</td>
<td>.16</td>
<td>.04 [-.02, .11]</td>
</tr>
<tr>
<td>PA inertia</td>
<td>-0.48 (0.23)</td>
<td>.04</td>
<td>-.06 [-.11, -.03]</td>
</tr>
<tr>
<td>PA level</td>
<td>-0.31 (0.03)</td>
<td>&lt;.001</td>
<td>-.32 [-.39, -.26]</td>
</tr>
<tr>
<td>Model 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA variability × PA level</td>
<td>-0.01 (0.06)</td>
<td>.91</td>
<td>-.003 [-.05, .05]</td>
</tr>
<tr>
<td>PA inertia × PA level</td>
<td>0.64 (0.07)</td>
<td>&lt;.001</td>
<td>.27 [.21, .33]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Negative Affect – All Datasets</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>N = 1428 (7 datasets)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NA variability</td>
<td>0.64 (0.07)</td>
<td>&lt;.001</td>
<td>.27 [.21, .33]</td>
</tr>
<tr>
<td>NA inertia</td>
<td>0.70 (0.23)</td>
<td>.02</td>
<td>.09 [.03, .15]</td>
</tr>
<tr>
<td>Model 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NA variability</td>
<td>0.23 (0.07)</td>
<td>.01</td>
<td>.10 [.04, .16]</td>
</tr>
<tr>
<td>NA inertia</td>
<td>0.10 (0.21)</td>
<td>.64</td>
<td>.01 [-.04, .06]</td>
</tr>
<tr>
<td>NA level</td>
<td>0.31 (0.03)</td>
<td>&lt;.001</td>
<td>.30 [.24, .36]</td>
</tr>
<tr>
<td>Model 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NA variability × NA level</td>
<td>-0.04 (0.05)</td>
<td>.48</td>
<td>-.02 [-.06, .03]</td>
</tr>
<tr>
<td>NA inertia × NA level</td>
<td>0.06 (0.21)</td>
<td>.77</td>
<td>.01 [-.04, .06]</td>
</tr>
</tbody>
</table>

Note. PA = Positive affect. NA = Negative affect. Depression follow-up data were not available for datasets 4, 5 & 6. PA data were not available for datasets 6 & 7. Covariates were age, gender, dataset number (dummy variables, \( k - 1 \) for \( k \) datasets) and depressive symptoms at baseline (for follow-up). Cases with missing data on age, gender, and/or depressive symptoms were excluded. VIF for affect dynamics and levels across all models < 3.2. Significant results at \( p < .05 \) are printed in **bold**.
When including the interaction between NA dynamics and NA level, results differed depending on the inclusion of datasets. When pooling data from all datasets, none of the interactions were significant (all \( p > .08 \)). When pooling data from datasets 1 to 5 only, a significant interaction emerged between NA variability × NA level for depressive symptoms at baseline (Cohen’s \( f^2 = 0.009 \)). The interaction was robust with different compliance inclusion criteria (50% compliance threshold: \( B = -0.22, SE = 0.09, b^* = -.07, p = .01, N = 995 \), no compliance threshold: \( B = -0.19, SE = 0.07, b^* = -.07, p = .004, N = 1,256 \)). We visualized this interaction using the interActive shiny app by McCabe et al (2018). Results indicated that the association between NA variability and depressive symptoms was positive for low NA levels (−0.55 SDs from the mean; 34% of the sample), whereas it was negative for very high NA levels (+2.1 SDs from the mean, 6% of the sample; Figure 1). For individuals with NA levels between −0.55 SDs and +2.1 SDs, the association was not significant (60% of the sample). Figure 2 provides simple slopes with individual data points for five different values of NA level.

**Discussion**

Although earlier research has shown that depressive symptoms are characterized by altered affect dynamics, seemingly conflicting views exist on the relative adaptiveness of affective change and its role in depression (for reviews see Houben et al., 2015; McKone & Silk, 2022). The present study aimed to provide an explanation for these inconsistent views by considering affect levels as a moderator in the relation between affect dynamics and depression. Analyzing seven datasets that measured affect in daily life in adolescents and young adults, we found evidence that the association between NA variability (but not NA inertia) and depressive symptoms varied as a function of NA levels. Importantly, this interaction effect only held when excluding datasets 6 and 7, a finding which we discuss in greater detail below. Among individuals with low NA levels, higher NA variability was related to more depressive symptoms, whereas among individuals with very high NA levels, higher NA variability was related to fewer depressive symptoms. For PA, we did not find moderation effects. Instead, higher PA variability and lower PA inertia were related to more depressive symptoms irrespective of average PA levels. Overall, the present study provides evidence that the role of NA variability in depressive symptoms during adolescence and young adulthood is more complex than originally thought and that depressive symptoms may be primarily characterized by more variable and less lingering PA during that age period.

The Role of NA Variability in Depressive Symptoms May Depend on NA Levels

Previous research regarding the role of affect dynamics in depression have been dominated by two opposing
views on the relative adaptiveness of affective change. Some scholars view change as maladaptive, because it may signal weaknesses in emotional reactivity and/or regulatory systems, whereas others see change as adaptive, because it may indicate flexible responding to the environment (see Houben et al., 2015; Kuppens & Verduyn, 2015; McKone & Silk, 2022). The present study offers a possible explanation for such conflicting views, at least when looking at the affect dynamic indicator variability as operationalized with the intraindividual SD. Specifically, our results show that variability can be both beneficial (i.e., associated with fewer depressive symptoms) and harmful (i.e., associated with more depressive symptoms), depending on overall mean levels.

In line with a previous study (Farmer & Kashdan, 2014), our results showed that the association between NA variability and depressive symptoms depended on NA levels. Specifically, for participants with average and moderately higher than average NA levels, NA variability did not explain interindividual differences in depressive symptoms. For those individuals, fluctuations in affect may simply be a normal part of their lives. However, when NA levels dropped below the mean, higher NA variability was associated with more depressive symptoms at baseline, suggesting a “hidden vulnerability” (Ong & Ram, 2017, p. 266) among individuals with low NA levels. Individuals with low NA might have a higher tendency to keep their NA levels low, and variability might signal unwanted deviations from that desired state (i.e., low NA baseline levels). Those individuals might be preoccupied to protect and maintain low negative feelings (Paradise & Kernis, 2002). Conversely, when NA levels became very high (+2.1 SDs from the mean), the direction of effects flipped into the opposite direction, with higher NA variability being associated with fewer depressive symptoms, insinuating a curvilinear effect. These results suggest that for individuals with very high NA levels, high NA variability could be beneficial and represent a “mood-brightening” effect (Ong & Ram, 2017 p. 266). Here, high variability might indicate that one can deviate into a positive direction from overall high NA levels – likely a much appreciated change – and be a sign that the system is responsive to changing contexts (Maher et al., 2018). As such, these results are in line with Hypothesis 1. In light of our findings, statements of previous research that there is little added value of affect dynamics over mean levels of affect (e.g., Dejonckheere et al., 2019) need to be nuanced. Our study suggests that this statement, at least in the case of NA variability, is only correct when variability and mean levels are investigated separately. When examined in concert, variability does explain interindividual differences in depressive symptoms and that effect depends on mean levels.

Figure 2. Simple Slopes Plot for Negative Affect Level as Moderator in the Relation Between Negative Affect Variability and Depressive Symptoms

Note. N = 1,095. Figure illustrates the association between NA variability and depressive symptoms at baseline for five different values of NA level.
levels. As such, future research and theories on affect dynamics may benefit from more explicitly considering how variability and level work in concert (for an example see Ong & Ram, 2017).

Importantly, based on our results, we can only draw conclusions regarding associations on a between-person level, which does not inform us how affect dynamics and level interact within one person. Relations on a between-person level can be vastly different from relations on a within-person level (Moeller, 2022). As such, a critical area for future research is to extend these findings to a within-person level to examine whether higher variability is associated with reductions in depressive symptoms for individuals with high levels of NA and whether variability could be associated with increases in depressive symptoms for individuals with low levels of NA.

Depressive Symptoms in Youths Are Characterized by Variable and Less Lingering PA
For PA, a different image emerged. Here, we mostly found main effects of PA level and dynamics, but no interaction effects between them. Specifically, when controlling for PA levels, depressive symptoms were characterized by high PA variability (at follow-up only) and low PA inertia (at baseline only). This is in contrast to other studies in mostly adult samples that find that depressive symptoms are related to both higher PA variability and higher PA inertia (Houben et al., 2015). As such, our findings suggest that in young people, depressive symptoms may be better characterized by overall more fluctuating PA (i.e., more variable and less lingering PA). It is possible that the role of PA dynamics changes across development and that anhedonia (i.e., low PA variability) plays a greater role in depression beyond adolescence. Unlike for NA, we found no significant interaction effect between PA dynamics and levels, which suggests higher PA variability and lower PA inertia are associated with more depressive symptoms irrespective of PA levels. This is in line with a prior study that only found significant variability × level interactions for NA, but not PA in predicting social anxiety (Farmer & Kashdan, 2014). Although another study found that PA variability interacted with PA levels in predicting depression in working mothers with young children (Maher et al., 2018), it did not report associations for NA. It might be that developmental differences might account for the fact that we found no PA interaction effects. Overall, our findings underscore that PA and NA are not just opposite poles (Lonigan et al., 1999) and suggest that PA dynamics play a unique role in depression during adolescence and young adulthood (Reitsema, Jeronimus, Dijkstra, et al., 2022; Reitsema, Jeronimus, van Dijk, et al., 2023). However, more research is needed into the potential differences in the relation between PA and NA regarding depression during that period.

Methodological Considerations
Two additional findings are worth noting. First, the moderation effect was found for NA variability, but not NA inertia. This is in line with several studies, which have found greatest effects for variability compared to other indices of affect dynamics (Bos et al., 2019; Dejonckheere et al., 2019; Koval et al., 2013). The SD (i.e., the variability index) does not actually capture change across consecutive assessments, whereas change across assessments is considered in the AR(1) slope calculations (i.e., the inertia index). As such, these results suggest that the interaction effect could mostly be explained by the variance and not the temporal dependency of affective change. This is especially important in the context of the different samples we used, which differed on their time-interval for the affect assessment (one to ten assessments per day). Given that variability does not actually capture change across consecutive assessments, whereas change across assessments are considered in inertia calculations, the SD might represent more of a non-dynamic dimension that independent of different time-scales carries some signal (see Supplementary Material D for a more thorough discussion). Overall, due to the differences in time-scale (ranging from hours to days), the current study may have been more suitable to address the construct of variability than inertia. In particular, another explanation for the null findings of inertia with regard to the interaction is that the effect for inertia was averaged out when combining the studies with different time-scales. Inertia is usually assessed and interpreted across shorter time-scales (for a discussion on time-scales in affect dynamics see Hollenstein (2021)) and is especially susceptible to missing data, which may have undermined the validity of the inertia index, particularly in the daily diary study (dataset 1). However, because both inertia and variability are key affect dynamic indicators in relation to depressive symptoms and because earlier research has indicated that the time-scale does not significantly moderate the role of affect dynamics in psychopathology (Houben et al., 2015), we included inertia as a predictor variable. In supplementary analyses, we checked whether differences in sampling frequencies had an influence on our results. Overall, we found limited evidence for that. For instance, the effect of inertia was very comparable between the different sampling frequencies. However, we need to note that these analyses are likely underpowered because sampling frequency is a stable between-study
moderator with limited variability (see Supplementary material J for results and a more thorough discussion). Nevertheless, the (null) results with regard to inertia could reflect more a problem with the measurement than content-related explanations and should be interpreted with caution.

Second, the interaction effect between NA variability and NA level was only found when pooling data from datasets 1 to 5, whereas it was not significant when pooling data from all datasets (i.e., including datasets 6 and 7, which only assessed the intensity of the most intense negative emotion). Additionally, NA dynamics became non-significant predictors after controlling for NA levels in datasets 1 to 5, whereas NA variability remained a significant predictor when all datasets were included. The time-scale was not particularly different for those datasets and while there were differences in nationality (dataset 6 and 7 were predominantly consisted of European/European cultures (i.e., with Western, individualistic values). We suspect that these findings are more explained my methodological differences. Specifically, the findings parallel results on PA, where we found mostly main, but no interaction effects. Descriptive statistics showed that NA scales in dataset 1 to 5 had more floor effects than NA scales in datasets 6 and 7 as well as PA scales (Supplementary Material H)5. Restricted variance makes dynamics more confounded with the mean (Mestdagh et al., 2018; also reflected in lower mean-variability correlations of PA versus NA; Table 2), which might explain why main effects of NA dynamics were more often wiped out after controlling for NA levels in datasets 1 to 5. Taken together, this suggests that if affective experiences show fewer floor effects within a sample, dynamics may have an effect beyond mean levels of affect, whereas in case of more restricted variance, level and variability may work together in explaining interindividual differences in depression. More broadly, this stresses that differences in assessing affect can lead to great differences in results (Kuppens et al., 2022).

Limitations and Future Directions
The current study has several important limitations. First, the samples included in this mega-analysis predominantly consisted of European/European American, middle-class adolescents and young adults. One factor contributing to that homogeneity in samples was that the datasets were identified based on earlier collaborations and did not include all ESM datasets available in the research community. Thus, it is important to study how results generalize to more diverse populations, including broader socio-economic or ethnic groups. Additionally, even though, the age group we focused on is known for emerging depression (Thapar et al., 2022) and more variable affective landscapes (Reitsema, Jeronimus, van Dijk, et al., 2022), our samples contained relatively healthy participants. While our results aimed to inform theoretical frameworks of depression, we only assessed the relation between affect dynamics and depressive symptoms in a non-clinical sample. As such, to truly inform results on depression as a clinical phenomenon, current fundings should be replicated in clinical samples.

Second, although pooling across studies strengthens the robustness of the findings, methodological differences between datasets should not be neglected. For instance, datasets differed on the item wording and scale types (Supplementary Material F) as well as the timescales on which affect was measured (ranging from one to ten assessments per day; Table 1), which might also explain why strongest effects were found for the time-independent variability index $SD$. While the large sample size also provided us with enough power to detect small to medium interaction effects, the effects we found were overall small. Additionally, like much previous research, we collapsed different emotions into overall NA and PA scales. This prevented us from examining whether effects were specific to distinct emotions or whether transitions between them may also play a role in depression. Overall, measurement in ESM studies is a heavily understudied topic (Kuppens et al., 2022), which is why future research needs to systematically evaluate measurement properties in ESM research. The ESM repository is an excellent example of that (Kirtley et al., 2018).

Second, although we treated depressive symptoms as the outcome in our regression analyses, our results do not allow any conclusions about the direction of effects. Furthermore, depressive symptoms at baseline were measured before the ESM period. In our study, we did not attempt to disentangle the direction of effects, but primarily saw altered affect dynamics as a characteristic of depressive symptoms. Although there is some evidence that altered affect dynamics precede

5 When one uses an index of all negative emotion items, the overall NA scale mean might be low, if a participant only felt very angry, but not sad and anxious. When the scale only exists of the one item of the strongest emotion, the overall index is naturally higher, also due to the forced choice. It is possible that due to the different assessments of affect, datasets 1 to 5 lead to an underestimation of NA while datasets 6 and 7 lead to an over-estimation.
depression (e.g., van de Leemput et al., 2014), more research is needed into the temporal order of associations (McKone & Silk, 2022).

Third, operationalizing variability as the intraindividual SD was mainly done to increase comparability with other studies (e.g., Houben et al., 2015), but although widely used, this operationalization may be problematic for several reasons. For one, there is a mathematical overlap between the SD and AR(1) slope, because the net variability of a time-series is defined as a combination of the AR(1) slope and the innovation variance or residual (Jongerling et al., 2015). To check whether the overlap between the SD and AR(1) was influential in our analyses, we conducted additional models in which we tested the influence of the SD and AR(1) slope separately (see Supplementary Material D, Table S2-S4). Both approaches yielded highly similar regression estimates and identical conclusions, highlighting that while the measures may overlap, including both as simultaneous predictors does not affect the estimates. In addition to the overlap between AR(1) and the net SD, the mean and variability are also confounded, especially in studies using bounded scales. To check robustness of our conclusions, we have also repeated analyses using the relative SD as an indicator of variability, which has been proposed by Mestdag et al. (2018) as a measure that corrects for the mean-variability confound (see Supplementary Material K). In analyses with the relative SD, the main effect of NA variability flipped in direction and the interaction effect became non-significant. However, the relative SD has been criticized recently for overcorrecting the mean (Mader et al., 2023). Clearly, an important area for future research is to examine how to capture variability in time-series, although recent research points towards promising alternatives. For instance, Koslowski and Holtmann (2023) highlight the utility of using a multilevel AR(1), which allows to simultaneously model the AR(1) slope and the innovation variance. Mader and colleagues (2023) suggest Bayesian censored location-scale models, which allow simultaneous modelling of the mean (location) and residual standard deviation (scale).

Relatedly, although the affect dynamics indices used in this study are based on time-series affect data, they constitute merely a descriptive statistic of an individual’s affective experience and do not provide information about the process itself (Hamaker et al., 2015). Summarizing many time-points into one measure neglects the complexity of affect during daily life and likely misses the “ebb and flow of affect” (Trull et al., 2015, p. 359). Future research should focus more on how affect dynamics operate at and change across different timescales. For instance, moving window approaches could be beneficial to examine how level and dynamics change within individuals over time and how that associates with depression on a macro-level (Oltorf et al., 2020; Wichers et al., 2020).

Fourth, like many other studies in the field of affect dynamics, we did not consider the context in which affect occurred, although explanations surrounding affect dynamics usually include context (i.e., there is an emotional response to an event). In the present paper, we often used the terms adaptation and maladaptation, however these terms technically require the measurement of context (e.g., in terms of emotionally responding to some form of context). Indeed, this context-insensitivity of many ESM studies in affect dynamics research may explain the relatively weak associations with mental health found in previous research (for more discussion on the role of context in affect dynamics research see Dejonckheere et al., 2020; Lapate & Heller, 2020; Mestdagh & Dejonckheere, 2021). As such, adding context is an important step in future studies (Silk, 2019) in order to truly determine when variability denotes flexibility and when it denotes instability (see also Kalokerinos & Koval, in press; McKone & Silk, 2022). This is especially important in this age group, especially because the interpersonal context changes considerably during adolescence (e.g., youth seek independence from parents and spend more time with peers) Hollenstein & Lougheed, 2013).

Lastly, a more general note with regards to studying affect dynamics using ESM. The term dynamic usually describes changes across time, which often postulates that we are able to detect such changes when they happen (Hollenstein, 2021). However, even if we sample participants 20 times a day, which is unlikely due to a high burden for participants, we are still not measuring affect continuously and might thus not capture change as it happens. The question also remains in how far more frequent sampling would capture meaningful change or merely noise. As illustrated by Schiepek et al. (2016), dynamics in longitudinal ratings seem to get more and more stable with increasing lags between assessments, which might explain the finding that the mean is a better predictor than variability at less frequent sampling. Although ESM is suited for studying daily life and has higher ecological validity than laboratory settings, we must be cautious with our interpretations and remember that we still do not measure the whole movie, but “pictures of movies” (Hollenstein, 2021).

**Conclusion**

In conclusion, this study shows that the functionality of NA variability differs as a function of NA levels, which provides an alternative explanation for conflicting views on the role of affect variability in depressive...
symptoms. Our findings suggest that higher NA variability may be a vulnerability factor among those with low NA levels, whereas higher variability may be beneficial among those with high NA levels. However, this interaction effect was only found when excluding datasets 6 and 7, highlighting the importance of methodological differences between samples. Additionally, higher PA variability and lower PA inertia were associated with more depressive symptoms independent of overall PA levels, indicating that depressive symptoms in young people seem to be mostly characterized by more variable and less lingering PA. Together, these results point towards a more nuanced understanding of the role of affect dynamics in depressive symptoms during adolescence and young adulthood.
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